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ABSTRACT/Predictive models of wildlife-habitat relation- 
ships often have been developed without being tested The 
apparent classification accuracy of such models can be op- 

timistically biased and misleading. Data rasampling methods 
exist that yield a more realistic estimate of model classifica- 
tion accuracy These methods are simple and require no new 
sample data. We illustrate these methods (cross-validation. 
jackknife resampling, and bootstrap resampling) with com- 
puter simulation to demonstrate the increase in precision of 
the estimate. The bootstrap method is then applied to field 
data as a technique for model comparison We recommend 
that biologists use some resampling procedure to evaluate 
wildlife habitat models prior to field evaluation. 

The increased involvement of wildlife biologists in 
habitat inventory, impact assessment, and land-use 
planning has generated a need for accurate models of 
wildlife-habitat relationships (Berry 1986). As a result, 
several modeling techniques have been developed, in- 
cluding the US Fish and Wildlife Service's habitat suit- 
ability index models (Fish and Wildlife Service 1981) 
and more rigorous statistical models (Capen 1981). 

During the development of a statistical model, a bi- 
ologist measures many variables that are potentially 
important to the target species and then applies some 
procedure (e.g., discriminant analysis or logistic re- 
gression) to build a model that predicts the presence 
or absence of the target species. This method of  model 
construction has been widely applied by wildlife biolo- 
gists (Verner and others 1986). However, the 
problems of  misleading statistical models also have 
been recognized (Verbyla 1986, Rexstad and others 
1988). For example, if many predictor variables are 
measured and utilized in the model, spurious sample 
relationships may occur, especially if the sample size is 
small (e.g., Magnusson 1983, Verbyla 1986). Because 
of  this, multivariate statistical models may predict well 
when applied to the data that were used in developing 
the model, but predict poorly if they are tested with an 
independent data set. This does not mean that wildlife 
biologists should abandon multivariate statistics. How- 
ever, these models should be used cautiously and 
tested thoroughly. 

The most rigorous test of a statistical model is to 
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apply an independent data set to the model (field vali- 
dation). For example, a biologist may sample in two 
study areas or spend the first field season collecting 
data to construct the model (training set) and a second 
field season collecting similar data in another location 
to test the model (validation set). However, such a vali- 
dation is sometimes not practical because of cost or 
time constraints. A complement to field validation is to 
use a procedure that resamples the data set used to 
develop the model. Because these resampling proce- 
dures require no new data, they are relatively inex- 
pensive and a biologist can use these techniques to as- 
sess a model's accuracy (under model conditions) and 
then decide if the model is worthy of field validation. 
In some instances, a resampling procedure may be the 
only practical method available to evaluate a model, 
such as in exploring species-habitat relationships 
during unusual climate conditions. 

The objectives of this article are to: (1) describe sev- 
eral resampling methods that can be applied to habitat 
models, (2) use a computer simulation to illustrate how 
these methods can be used to evaluate classification ac- 
curacy, and (3) demonstrate the application of these 
methods to field data. 

Resampl ing  Methods  

Suppose a wildlife biologist wants to predict the 
presence or absence of a rare species from habitat 
measurements. Access to areas where the species 
occurs is difficult, and therefore only 30 sample sites 
are established within the study area. Ten habitat vari- 
ables are measured at each site (e.g., canopy closure 
and understory density). The species is found on 15 of 
the 30 sites. Using all habitat measurements, the biolo- 
gist develops a linear discriminant model that correctly 
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classifies the presence or absence of the species at 25 of 
the 30 sample sites (83% classification accuracy). Is the 
model useful? A resampling procedure can help an- 
swer this question. Such procedures are summarized 
below. 

Resubstitution 

The resubstitution method is simply testing the 
model's predictive ability by using the sample cases 
that were used to develop the model. In the above 
example, resubstitution was used to estimate the classi- 
fication accuracy of the model (83%) by comparing ac- 
tual group membership to predicted group member- 
ship. However, resubstitution produces an optimisti- 
cally biased estimate of the model's true classification 
accuracy, especially if many predictor variables are 
used in relation to sample cases (Verbyla 1986, Wil- 
liams and Titus 1988). 

Cross-validation 

An alternative to resubstitution is to randomly par- 
tition sample cases into two subsamples, using one 
subsample to develop the model and the other sub- 
sample to estimate dassification accuracy (Lachen- 
bruch and Mickey 1968). The subsamples may be of 
equal size or the training subsample may contain a 
larger portion of the original data set (e.g., 75%, 
Capen and others 1986). Because the second sub- 
sample is not used in developing the model, it can 
provide a nearly unbiased estimate of classification ac- 
curacy. However, there are two problems with this ap- 
proach. First, because the model is developed with 
only a portion of  the original sample, model degrees 
of freedom are sacrificed. This may result in less reli- 
able estimates of model coefficients and a decrease in 
statistical significance (Morrison 1984). Second, the es- 
timate of  model classification accuracy will not be very 
precise (have a large variance) because only one esti- 
mate of  accuracy is made. 

Ten-fold Validation 

The problems of  unreliable model coefficients, de- 
creased statistical significance, and low precision of  a 
classification accuracy estimate resulting from sacri- 
ricing sample cases for validation are less severe with a 
10-fold cross-validation. Using this procedure, the 
original data set is randomly partitioned into ten 
nearly equal-sized subsamples. Then the following is 
done: 

1. Exclude the vth subsample for model validation, 
initially v = 1. 

2. Develop the model with the remaining sub- 
samples. 

3. Estimate the classification accuracy of the model 
by testing the model with the vth-exduded subsample 
cases. 

4. Return the excluded subsample, increment v by 
1, and repeat the procedure. 

Steps 1-4  are repeated until all subsarnples have 
been excluded and used to estimate model dassifica- 
tion accuracy. The estimate of  model accuracy is the 
mean of estimates obtained from step 3. Because the 
estimate of classification accuracy is based upon ten es- 
timates rather than just one, tenfold validation pro- 
duces a more precise estimate of classification accuracy 
than cross validation. 

Jackknife Resampling 

A more precise estimate of classification accuracy 
than those described above can be computed by the 
jackknife procedure (also known as N-fold cross-vali- 
dation) introduced by Tukey (1958). Using this proce- 
dure, the original sample is partitioned into N sub- 
samples (where N = the number of sample cases in 
the original data sample), and computed as follows: 

I. Exclude the first sample case from the develop- 
ment of  the model. 

2. Develop the model with the remaining sample 
c a s e s ,  

3. Test the model with the excluded sample case. 
The test result will be 0 or 100% correct classification. 

4. Return the excluded sample case to the original 
sample, and repeat the process by excluding the next 
sample from the development of  the model. 

The estimate of  classification accuracy is then com- 
puted as the mean of  estimates from step 3. The pre- 
cision of  this estimate will be greater than the estimate 
calculated by the tenfold procedure. Also, because 
only one case is excluded from model development, 
the number of  degrees of  freedom is one less than the 
original sample. 

Bootstrap Resampling 

The jackknife procedure is resampling without re- 
placement (no sample case is repeated in any sub- 
sample). The randomized bootstrap is resampling with 
replacement (Efron 1983, Jain and others 1987, Krebs 
1989). It produces the most precise estimate of classifi- 
cation accuracy, but also requires the most computer 
processing time. The randomized bootstrap procedure 
is as follows: 

1. Randomly sample with replacement N cases 
from the original sample (where N = the number of 
sample cases in the original data set). Sampling with 



Classification Accuracy of Habitat Models 7 8 5  

replacement indicates that a sample case may be used 
once, twice, several times, or not at all in the bootstrap 
sample. Develop the model with the random sample. 

2. Test the model with all original sample cases that 
were not used for model development. 

3. Repeat steps 1 and 2 a large number of times 
(e.g. 200-1000). Classification accuracy of the model is 
then estimated as the weighted mean of the estimates 
from step 2. 

Computer  Simulat ion 

We performed a computer simulation to illustrate 
the described resampling methods. Our example uses 
a model developed with discriminant function anal- 
ysis; however, these resampling methods can be ap- 
plied to almost any statistical predictive model (e.g., 
multiple linear regression, classification tree analysis, 
etc.). 

Thirty sample cases with ten predictor variables 
were generated with univariate normal distributions 
and equal variances (assumptions of linear discrimi- 
nant analysis). Species presence or absence was ran- 
domly assigned to each sample case. A linear discrimi- 
nant model was then developed using the 30 sample 
cases. Because the presence or absence of the target 
species was assigned randomly, the expected classifica- 
tion accuracy of the model was 50% (no better than 
flipping a coin). The simulation was repeated 1000 
times. In reality the biologist does this once. The re- 
substitution method consistently produced biased esti- 
mates of  the model's accuracy (Figure 1). The other 
methods produced nearly unbiased estimates of model 
classification accuracy (Figure 2). The randomized 
bootstrap procedure produced the most precise esti- 
mate of classification accuracy. This is not unexpected 
because this technique resarnples the data set with re- 
placement; therefore, .these samples frequently will 
contain less variation than the samples obtained by 
other resampling procedures. 

Appl icat ion to Field Data 

We next demonstrate the application of the boot- 
strap technique to the development of a model de- 
scribing snowshoe hare (Lepus americanus) habitat. A 
detailed description of  the data used in this example is 
provided by Litvaitis and others (1985). Briefly, hares 
were captured on a 7 x 7 grid with traps spaced at 
100-m intervals. At each trap site, 17 habitat variables 
were sampled within a 15-m radius or derived by an 
aggregation of sampled variables. These variables de- 
scribed the topographic slope and aspect, overstory, 
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Figure 1. Smoothed frequency distribution (N = 1000) of 
resubstitution method of estimating model classification accu- 
racy. 
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Figure 2. Smoothed frequency distribution (N = 1000) of 
tenfold cross-validation, jackknife resampling, and bootstrap 
resampling estimates of model classification accuracy. 

understory, ground vegetation, lateral foliage density, 
and the relative abundance of forage at each site. 
During a 11-day period, 54 captures of  hares were re- 
corded at 28 of the 49 trap sites. We then used these 
data to predict the presence or absence of snowshoe 
hares based upon habitat characteristics. During 
model development, we intentionally did not apply 
any data screening procedures (e.g., examination of 
correlation among variables) and disregarded the sug- 
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gestions of Williams and Titus (1988) on the ratio of 
variables to sample size. As a result, this demonstration 
may be considered a "worst-case scenerio." 

Stepwise linear discriminant analysis was used to 
construct two models of hare habitat. In the first 
modal, the F value to enter a predictor variables was 
set at 1.0 (default option). The resultant model (model 
A) was composed of nine predictor variables and cor- 
rectly classified 88% of the sample cases. In the second 
model, we applied a more conservative approach and 
set the probability of the F statistic to enter at ~0.05. 
The model (model B) was composed of two variables 
and correcdy dassified 76% of the sample cases. 

Model A seemed to be more accurate; however, this 
may have been a result of overfitdng the model with 
too many predictor variables. We then conducted 
bootstrap resampling of both models. The resampling 
classification accurracy of both models was similar 
(model A: 69%, model B: 72%). Based on these re- 
sults, only model B should be considered for field vali- 
dation (if 70% classification accuracy is acceptable). If 
the two models were validated instead of first applying 
some resampling procedure, much time and effort 
would be wasted making the additional field measure- 
ments for the nine-variable model. 

The bootstrap resampling technique can be easily 
programmed (Appendix 1). This resampling tech- 
nique can be applied to any Statistical predictive model 
[e.g., logistic regression (Efron 1986), multiple linear 
regression (Picard and Cook 1984), classification tree 
analysis (Breiman and others 1984), etc.]. However, 
these techniques do not eliminate the need for sound 
experimental design while collecting and analyzing 
field data, or field validation of the model using an 
independent data set. 
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Appendix 
FORTRAN subroutine for bootstrap resampling. 

Subroutines DEVELOP and CLASSIFY must be sup- 
plied by the user and depend on the statistical classi- 
fier being used. 

Comments: 
*Subroutine for bootstrap validation Dave Verbyta 603-862-3498 
*Matrices defined: 
* ORIGINAL--Matrix of original sample cases 
* DEVELOP--Matrix of randomly selected cases for model development 
* VALIDATE--Matrix of cases not used for model development 

c234567 
SUBROUTINE BOOTSTRAP 
IMPLICIT NONE 
INTEGER NSAMPLE,NVARS,NBOOT 
PARAMETER(NSAMPLE = 49,NVARS = 10,NBOOT = 200) 
COMMON/ARRAYS/ORIGINAL,DEVELOP,VALIDATE,COEFF,ESTIMATE, 

& N_ESTIMATE,PICKED 
INTEGER TRIAL, CASE,I,ISEED,COL,NCASES 
REAL ORIGINAL(NSAMPLE,NVARS),DEVELOP(NSAMPLE,NVARS), 

& VALIDATE(NSAMPLE, NVARS),COUNT,CORRECT,ESTIMATE(NBOOT) 
& N - -  ESTIMATE(N Boo'r),COEFF(NVARS),CLASS 

LOGICAL PICKED(NSAMPLE) 
. . . . . . .  Initialize seed for random number generator.* . . . . . . . . . . . . . . . . . . . . .  

ISEED = SECNDS(0 0) * 10000 

. . . . . . .  Start bootstap trials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
DO TRIAL = 1 ,NBOOT 

C-- - - In i t ia l ize array of cases picked for model development: 
1 DO CASE= 1,NSAMPLE 

PICKED(CASE) = FALSE 
END DO 

C . . . . .  Randomly select cases from original sample for model development 
DO CASE = 1 ,NSAMPLE 

I=RAN(ISEED) * NSAMPLE + ltRandom number 1 to NSAMPLE 
DO COL = 1 ,NVARS 

DEVELOP(CASE,COL) = ORIGINAL(I,COL) 
END DO 
PICKED(I)= TRUE !The ith case is recorded as being picked for model development 

END DO 

C . . . . .  Develop the model on the selected cases 
CALL DEVELOP(COEFF,DEVELOP,NSAMPLE,NVARS) 

C . . . .  Validate the model on cases not used for model development 
COUNT=O 
DO CASE = 1 ,NSAMPLE 

IF(PICKED(CASE EQ FALSE )THEN ! Case was not picked for model development 
COUNT=COUNT + 1 
DO COL= 1,NVARS 

VALIDATE(COUNT,COL) = ORIGINAL(CASE,COL) 
END DO 

END IF 
END DO 
IF(COUNT EQ O)GOTO 1 IAII cases were selected for model development, none for validation 
CALL CLASSIFY(COEFF,DEVELOP,COU NT, NVARS,CORRECT) 
ESTIMATE(TRIAL) = CORRECT 
N_ESTIMATE(TRIAL) = COUNT 

END DO ! End of bootstrap trials 

C . . . . .  -Compute estimate of classification accuracy as weighted mean of estimates 
CORRECT = 0 0 
NCASES = 0 0 
DO I= 1,NBOOT 

CORRECT=CORRECT + ESTIMATE(I) 
NCASES=NCASES + N_ESTIMATE(I) 

END DO 
CLASS=CORRECT/NCASES * 100 0 
WRITE (.,.)c Bootstrap estimate of model classification accuracy = ', CLASS 

RETURN 
END 


